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De-listing, de-platforming, and account bans are just some of the increasingly common steps taken by major
Internet companies to moderate their online content environments. Yet these steps are not without their
unintended effects. This paper proposes a surface-to-Dark Web content cycle. In this process, malicious
content is initially posted on the surface Web. It is then moderated by platforms. Moderated content does not
necessarily disappear when major Internet platforms crackdown, but simply shifts to the Dark Web. From the
Dark Web, malicious informational content can then percolate back to the surface Web through a series of
three pathways. The implication of this cycle is that managing the online information environment requires
careful attention to the whole system, not just content hosted on surface Web platforms per se. Both
government and private sector actors can more effectively manage the surface-to-Dark Web content cycle
through a series of discrete practices and policies implemented at each stage of the wider process.
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Introduction

On 3 August 2019, a lone shooter walked into a Walmart in El Paso, Texas. The gunman, Patrick Crusius, then
proceeded to murder 22 people, injuring 24 others. Twenty-seven minutes before the attack, Crusius
reportedly posted his white nationalist manifesto onto an Internet forum called 8Chan (Blankstein and Burke,
2019). The short 2,300-word screed drew heavily upon a number of other radicalizing concepts freely floating
around online (Arango, et al., 2019; Heft, et al., 2019).

Events like those in El Paso illustrate one facet of society’s growing information problem. ‘Fake news’,
disinformation, misinformation, hateful content, and outright lies are all too common and spread all too
quickly on the proverbial information superhighway (Grinberg, et al., 2019; Howard, et al., 2017). The
Internet has radically shifted the media landscape, displacing many traditional informational gatekeepers,
allowing for increased peer-production of content (Gehl, 2011). The commercial World Wide Web (WWW) now
leverages data analytics to quantify clicks and create bespoke profiles that feed tailored content directly to
users (Pariser, 2011). In practice, the resulting filter bubbles often create discordant views of social,
economic, and political issues that can lead to both polarization and radicalization (Barberá, et al., 2015;
Colleoni, et al., 2014; Nguyen, et al., 2014; Resnick, et al., 2013).

Good information is one of the core foundations of democratic governance and a free society (Brown and
Duguid, 2017; Dewey, 1923; Jardine, 2019a; Lazer, et al., 2018). The Internet presents myriad challenges to
the quality of society’s information environment (Cohen-Almagor, 2011; Oboler, et al., 2012). Since 2016 and
the election of U.S. President Donald Trump, concerns over the informational role of social media platforms,
content aggregation sites such as Reddit, or intermediaries such as Google have grown particularly acute.
With additional allegations of persistent Russian interference in domestic U.S. electoral processes, pressure
on content platforms to more carefully control their information environments has grown further still



12/2/2019 Jardine

https://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/10266/8287 2/15

(Gillespie, 2018). Despite existing protections against intermediary liability and rhetorical commitments to
freedom of expression, the platforms have responded with more extensive content moderation (Gillespie,
2018). While these reactions are imperfect in their effectiveness, a long litany of Internet companies now
routinely filter and remove content in ways that are largely patterned upon earlier copyright violation
takedowns — eliminating terrorist propaganda, banning accounts of radical users, removing potentially
offensive content, and otherwise attempting to control (for the better, in theory) society’s informational
ecosystem.

This paper illustrates how each restrictive action by social media sites, content delivery networks (CDNs),
domain registrars, and content aggregation services, among other actors, can result in a displacement.
Restricting content on social media platforms, for example, does not necessarily eliminate the content, it
simply moves the message elsewhere (N.F. Johnson, et al., 2019). These shifts are not random. Increasingly,
the actors behind malicious content respond to bans, delistings, and other heavy-handed content restrictions
with movement to alternative platforms where centralized points of infrastructural control are often lacking
(DeNardis, 2012). These more distributed points of the Internet have a reduced reach, but are far more
resilient and harder to moderate, allowing otherwise radicalizing, false, or hate-filled content to persist. The
most favored destination of banned content is the Dark Web — an anonymized and unindexed portion of the
global Internet.

Moderating surface Web content can improve the information environment at one level, but the move is
incomplete and partial unless content hosted on the distributed Dark Web is similarly managed. The trouble
here is that by its very design, the anonymized Dark Web has fewer centralized points of control that can
work as content moderators (Dingledine, et al., 2004). While individual Dark Web sites can actively
administer the sort of content that is hosted on their platforms (Gehl, 2018, 2016), major Internet hubs like
Google (YouTube), Facebook, and Twitter do not exist in the same way on the networks of the Dark Web
(Facebook does have a .onion address of its popular social media application). Often, harmful and discordant
memes, tropes, and ideas originate in the underbelly of the Internet and then migrate into the mainstream
via traditional media, illustrating society’s permeable information ecosystem (Brown and Duguid, 2017;
Phillips, 2016). How then can society best manage harmful informational content that is displaced to the Dark
Web?

This paper responds to this question by first explaining the Dark Web from both a technological and
informational perspective. The next section points to a dynamic cycle of content generation-moderation-
displacement-and percolation. The third section discusses, through the course of four subsections, how
various actors can intervene in the surface-to-Dark Web content cycle to improve society’s information
environment. The last section provides a conclusion to observations noted in this paper.

 

The Dark Web from an informational perspective

The Dark Web is a suite of technologies that render users anonymous on the Internet (Dingledine, et al.,
2004). The Onion Router (Tor) is the most commonly used portal to the Dark Web, with roughly 400,000
direct connections per day in the United States and almost 2.5 million daily clients globally (Tor Project,
2018). Other systems such as I2P or Freenet exist, but are far less commonly used (Graham and Pitman,
2018).

The technology of Tor works as an overlay network on the Internet. As a result, Tor leverages the basic
infrastructure and protocols of the Internet (such as a home ISP-provided Internet connection and TCP/IP) to
relay a person’s query through a minimum of three randomly selected nodes in the globally distributed and
volunteer-based Tor network. The process of hops creates the anonymity of the system. Alice might want to
access content hosted by Bob, but rather than directly querying this information, Alice’s request is sent to a
guard node (entry node) in the Tor network. This node then relays the request to the next node in the
system, which passes it on to a third exit node. The exit node then unwraps the final layer of encryption and
queries the content hosted by Bob. The information is retrieved and then relayed back to Alice through the
Tor network by way of another series of randomized hops (Tor Project, 2019b).

Anonymity is produced by disassociating a user from the content they are trying to view. The entry node
might record Alice’s IP address, but it does not know the final destination of the query. The exit node might
know the content that is being requested (or, minimally, the address of the site hosting the content), but not
who initiated the query. While attacks on the Tor network can sometimes de-anonymize blocks of traffic (A.
Johnson, et al., 2013), the system is generally a robust anonymity and censorship circumvention tool with
wide appeal, especially for those engaging in illegal conduct, the privacy conscious and individuals in
repressive political regimes (Jardine, 2018a, 2018b, 2015; Lindner and Xiao, 2018).

The anonymity of Tor allows for three interrelated informational functions. First, users of Tor can host content
on .onion domains (the proverbial Darknet). These hidden service sites are hosted at random rendezvous
points in the Tor network and housed on unique alphanumeric .onion domains. While estimates of the total
number of available hidden services fluctuates due to the high rate of churn in available content (Owenson, et
al., 2018), the Tor Project records around 75,000 active .onion address during 2019 and systematic empirical
estimations place the number of hidden services in the 35,000–65,000 range (Owen and Savage, 2015; Tor
Project, 2019a).
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Unlike the surface Web, this comparatively modest pool of .onion addresses are not indexed by search
engines, meaning key term searches and similar functions from the Web are not an effective strategy for
navigating available content. Instead, users need to either know the address that they want to visit or
frequent a directory, wiki, or link aggregation site such as the now shutdown DeepDotWeb.

Several studies have indexed available hidden service content hosted on the Tor network (Faizan and Khan,
2019; Intelliagg, 2016; Moore and Rid, 2016; Owen and Savage, 2015). These studies provide supply-side
indicators of available Dark Web content, recording effectively what is on offer upon the Darknet (Jardine,
2019b). Sites dedicated to drugs routinely represent the largest plurality of hidden service content (Moore
and Rid, 2016; Owen and Savage, 2015). This result mirrors the prevalence of drugs upon individual Dark
Web cryptomarket sites such as Silk Road, where as much as 90 percent of the ten most popular available
products were related to drugs (Christin, 2013; Martin, 2014; Soska and Christin, 2015). Hosted alongside
this drug-related content are sites dedicated to extremism, child abuse content, cryptocurrencies, fraud,
information sharing, wikis, whistleblowing, and a plethora of other topics.

The second informational function of the Dark Web is the Tor browser, which can act as a pathway to hidden
services content. Normal Web browsers cannot access Darknet content. Instead, to access the information
hosted on hidden services, users have to use the Tor browser. The Tor browser can be easily downloaded from
the Tor Project Web site (https://www.torproject.org) and is available for free. The Tor browser works as a
powerful anonymity-granting informational tool by allowing users to access hosted hidden services content.

Aggregate site visits to .onion domains have been tracked by academics, providing a demand-side indicator
of how available Darknet content is being consumed (Jardine, 2019b; Owen and Savage, 2015). In 2015,
Owen and Savage volunteered nodes into the Tor network to categorize content and then track the pattern of
site visits. Site visits tended to cluster on certain types of available hidden services — a result similar to users
clustering on specific Dark Web cryptomarkets and the Internet as a whole (Barabási, 2014; Barabási and
Albert, 1999; Christin, 2013; Jardine, 2019b, 2017; Soska and Christin, 2015). In this case, the two percent
of available .onion sites dedicated to child abuse content received over 80 percent of recorded site visits.
Traffic to other categories of content, such as drugs or wiki sites, made up comparatively miniscule
proportions (Owen and Savage, 2015).

This pattern of site visits on Tor hidden services suggests a clear prevalence of malicious activity on Darknet
sites. But the flow of traffic to hidden services also reveals the third informational function of the Dark Web:
the Tor browser can be used to anonymously engage with surface Web content. Indeed, most Tor traffic flows
to the surface Web, not Tor-hosted hidden services. The Tor Project, for example, published a blog in 2015
clarifying just how much overall network traffic actually goes to hidden services. According to their
preliminary results, only around 3.4 to 6.1 percent of Tor traffic went to hidden services (Tor Project, 2015).
The rest (upwards of 96.6 percent) flowed through the Tor network to surface Web sites. Essentially, many
Tor users treat the Tor browser as a hyper-private, anonymity-granting Web browser, a step far more
advanced than Chrome Incognito, using DuckDuckGo, or even employing a commercial VPN.

In combination, the suite of technologies underpinning the Dark Web allow users to engage anonymously with
information as a host (hidden services), a consumer or producer of anonymously hosted content (hidden
services visitor), or as an anonymous consumer and distributed producer of surface Web content (Tor browser
to surface Web sites). These functions connect the Dark Web with the surface Web in an informational chain,
with clear implications for attempts to manage the information environment online.

 

An emerging content cycle: Production, restriction, displacement, and percolation

Many users do not realize that their online experience is heavily curated (Powers, 2017; Rader and Gray,
2015). Yet moderation of content in any online space is inevitable. Historically, this moderation was limited to
simple procedures, such as the sequence of content presentation (e.g., oldest to newest). Increasingly,
content curation has assumed a wider commercial aim as platforms attempt to drive retention of users and
ad-based clicks (Gillespie, 2018; Jardine, 2017; Zuboff, 2019). With the rise of so-called ‘fake news’ and
increasing public attention on the integrity of information online, the major Internet platforms of the surface
Web have become even more active in curating the content available through their systems (Gillespie, 2018).

 

https://www.torproject.org/
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Figure 1: The surface-to-Dark Web content cycle.

 

This active curation/moderation process is cuing off an increasingly routine (non-linear or deterministic) cycle
of content productionmoderationdisplacementand percolation (see Figure 1). In this cycle, surface Web
platforms often act as an initial host for potentially false, hateful, or otherwise malicious content. The
platform hosting the content can then move to limit the information through a variety of strategies such as
delisting, demonetization, account bans, and de-hosting, among others. Often, while this content might
migrate via so called “hate highways” to other surface Web platforms (N.F. Johnson, et al., 2019) or in the
short run be simply reposted on the same site, much of the most heavily moderated content eventually
moves to the Dark Web in a process of displacement. Lastly, many of the ideas preserved and fostered in this
distributed and anonymous environment then percolate back up to the surface Web, potentially starting the
cycle anew. Small vignettes can illustrate the stages of this process.

In 2017, for example, the Neo-Nazi site, The Daily Stormer, helped to organize the “Unite the Right” protests
in Charlottesville, Virginia. After the surrounding protests grew fatal, major Internet platforms responded by
delisting the site. In August of 2017, GoDaddy delisted The Daily Stormer domain (CBS News, 2017). Daily
Stormer’s administrators first attempted to migrate their site to a new domain provided by Google, but the
new location was also rapidly delisted and their content was banned from YouTube (Reuters, 2017). Following
these cascading moderations, Daily Stormer administrators eventually moved the site and its hate-filled
content to a .onion domain located on the Tor-hosted Darknet (Ling, 2017).

8Chan provides another example of the first three stages of the surface-to-dark Web content cycle. Shortly
after it became clear that the mass shooter in El Paso, Texas, for example, had posted his white nationalist
manifesto to the image board, many major Internet companies again moved to de-list the site — steps that
had originally been proposed after similarly tragic shootings in Pittsburgh, Pennsylvania, Christchurch, New
Zealand, and Poway, California (Online Hate Prevention Institute, 2019). CloudFlare, which provided DDoS
protection for 8Chan through its CDN, removed its services (Timmer, 2019). Several other key Internet
service providers followed suit, with 8chan also losing its domain name registrar (Cox, 2019). While shut
down for a time, mirrored versions of the site then migrated to distributed Dark Web infrastructure and
continue to act as a host for informational content, somewhat limiting ease of access but nevertheless
preserving the hosted material online (Cox, 2019).

The first three steps of the surface-to-dark Web content cycle are easiest to directly observe with the recent
rash of surface Web moderation efforts and the resulting displacement of content to the Darknet. The last
step of the cycle — informational percolation from the Darknet to the surface Web — is less easy to directly
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observe without a longer duration between delistings, restrictions, and bans and extensive data collection
efforts. Yet, three pathways exist by which malicious content that has been displaced to the Darknet can
percolate back to the surface Web: 1) direct resurgence on the surface Web; 2) migration through multi-
media content pieces (pictured memes; infographics; slogans); and, 3) percolation through idea networks.

In the first case, the operators of delisted sites or banned accounts might work opportunistically to again find
purchase on the surface Web (N.F. Johnson, et al., 2019). For example, The Daily Stormer continued after its
delisting to try to find a favorable top-level domain to host its content. During this process, the site was
briefly available on .ru (Russia), .al (Albania), .at (Austria) and .ws (Western Samoa) country-level TLDs
(Lavin, 2018). Likewise, at a more micro scale, social media users tied to banned accounts can, with varying
degrees of ease depending on the platform in question, simply return to the site under a new handle or
username.

In the second pathway, the persistent core of content hosted on the Dark Web can sustain a community of
ideas that produces novel (often collaboratively derived) multi-media memes, tropes, and slogans that can
then migrate back into the surface Web. A user could, for example, frequent a displaced site on the Darknet,
see a new multimedia meme and then use the Tor browser to anonymously post the image on a surface Web
discussion forum, messaging board, or social media site (Oboler, 2012). Similar migration of memes from the
recesses of the Internet to the mainstream has happened before, from trolls getting Opera Winfrey to say
“9,000 penises” on air in 2008 to tropes about the birth place of U.S. President Barrack Obama (Phillips,
2016). This pathway of percolation is often exacerbated by mainstream media coverage (Phillips, 2016), as
was the case in 2018 when the “NPC meme” depicting personality devoid automatons as a description of
political liberals began being heavily shared on Twitter following coverage in the New York Times (Alexander,
2018).

The last pathway of percolation is similar to the second pathway, but more ephemeral. It captures, effectively,
the movement of memes in its classic sense as defined by Richard Dawkins as a “unit of cultural
transmission” (Dawkins, 2016) — that is, it is the more amorphous spread of ideas, as opposed to the
sharing of reified cultural artifacts such as a hate-filled multimedia picture or video (Oboler, 2012).
Informational content is two sided: it can always be both produced and consumed. When consumed it
becomes ideas in people’s minds, which can reform or reinforce opinions and shape behavior. Here, users of
the Tor browser might view displaced content on the Darknet and then have their worldview gradually shifted.
Indeed, leaked style guides for the Daily Stormer indicate that this percolation of ideas is key:

The goal is to continually repeat the same points, over and over and over
again. The reader is at first drawn in by curiosity or the naughty humor, and
is slowly awakened to the reality by repeatedly reading the same points. We
are able to keep these points fresh by applying them to current events
(cited in Feinberg, 2017).

In short, from an informational perspective, the surface Web and the Dark Web exist as an interconnected
whole. Content moderation efforts on the surface Web are at best partial, with the Dark Web providing an
alternative core from which malicious content producers and consumers can continue their routine. Working
to correct for society’s growing information problem requires attention to the whole system, not just the
happenings on the major surface Web hubs.

 

Tackling the surface-to-Dark Web content cycle

Viewing the online information environment holistically suggests that there is an essential tradeoff between
the reach and resiliency of information online. Content hosted on commercial surface Web platforms can have
a tremendous reach, but is invariably beholden to the whims of the platforms themselves. Content on
Facebook, for example, can reach an extraordinarily large audience of up to 2.7 billion people. But, especially
over more extended time intervals, Facebook can effectively exclude content from the newsfeed of users,
making hosted content hard to find and significantly reducing the odds of spontaneous exposure.

In contrast, content hosted on the Darknet is often difficult to find and taps into a smaller (if potentially more
motivated) overall user base, but is also hosted in an anonymized and distributed way that maximizes its
resiliency. As a simple descriptive point, content on the Darknet is not indexed and keyword searchable.
Limited search functions, when compared with the surface Web, make finding Darknet-hosted content
comparatively challenging. Additionally, simply by dint of numbers, content on the Darknet is likely to be seen
by fewer eyes. Compared to Facebook’s 2.7 billion users, there are only around 2.5 million Tor clients per day
globally (which is not a measure of unique users, but merely client sessions). Additionally, up to 96.6 percent
of that traffic goes to the surface Web instead of Darknet .onion addresses, implying that only around 85,000
Tor clients per day venture toward content hosted on the Darknet proper (Tor Project, 2018, 2015).

Yet, what is lost in reach is returned in resiliency. Content hosted on the Darknet is anonymized and
distributed, making it less subject to points of centralized control, be they the major content platforms,
infrastructure providers, or governments exercising sovereign authority over their territory. In the end,
content hosted on Darknet .onion hidden services is harder to find and will appear before fewer eyes, but is
potentially more persistent overall than content on the surface Web.
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With such a reach/resiliency tradeoff in mind, attempting to address society’s information problem can
leverage discrete practices and policies at various points in the overall surface-to-Dark Web content cycle. A
multitude of actors, as befits a multistakeholder system (Bradshaw, et al., 2015; Raymond and DeNardis,
2015), can intervene in different ways throughout the information cycle to minimize fake news, and hateful or
radicalizing content. The next four sections break down the menu of policy options according to each discrete
stage of the cycle. Figure 2 presents a summary of the points of intervention at each discrete stage.

 

 

Figure 2: Policies/practice to manager the surface-to-Dark Web content cycle.

 

Step one: Malicious content emergence on the surface Web

The first step in the surface-to-Dark Web cycle is the initial emergence of malicious content on surface Web
platforms — platforms such as domain registrars, Facebook or Twitter’s newsfeed, Reddit threads, Google
search results, or YouTube recommended videos, to name a few. Countering the emergence of radicalized or
hate-filled content at this stage of the cycle could be done through several steps that are unified around a
single principle: limiting (to varying degrees) anonymous participation/production of content.

Anonymous participation on the Web certainly does not necessarily equal negative participation. People can
be anonymous yet still behave well. However, from early parables of the Ring of Gyges in Plato’s Republic
(Plato, 1974) and H.G. Wells’ tale of The Invisible Man (Wells, 1927) to modern psychological research into
online deindividuation effects (Hinduja, 2008; N.A. Johnson, et al., 2009; Lowry, et al., 2016), disassociating
a person’s actions from their identity often undermines moral behavior. The early Web, before its
commercialization and the expansion of a complex surveillance infrastructure (Zuboff, 2019), presented an
initial testbed for whether anonymity leads to negativity, at least some of the time.

Often, but again not always, anonymity does indeed foster a context for bad behaviors. As Lawrence Lessig
put it when recounting how an anonymous poster, IBEX, in an early run of his “The Law of Cyberspace”
course, destroyed the emergent community of an online discussion group, “Just as anonymity might give you
the strength to state an unpopular view, it can also shield you if you post an irresponsible, or slanderous, or
hurtful view. ... [Anonymity] had made the community what it was. But the same anonymity that created the
community gave birth to IBEX as well, and thus took the community away” [1].

Controlling anonymity on surface Web platforms can take a variety of forms and include actors ranging from
the platform operators to government, depending on the context. Facebook’s real name policy is one example
of an anonymity-tempering step. Ensuring that users of a site create accounts that are linked to a physical
identity can limit bad behavior stemming from the protective shield of anonymity. Such a policy may not be
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legally or politically practicable in all settings, since national rules about privacy and free expression vary
widely by country (Kastrenakes, 2018).

Yet platform real name policies and account verification procedures do tend to improve the quality of online
discussion. For instance, the online technology news Web site TechCrunch switched from an anonymous
comment function to an identity-verified comment function on 1 January 2010. Analysis of data from both
before and after the switch shows that the more a poster’s identity is revealed, either voluntarily in the pre-
verification dataset or obligatorily in the post-change dataset, the better the comments. Stated simply, the
more a person’s identity is tied to their online activities, the more relevant their posts become and the “less
swearing, less anger, more affect words, more positive emotion words and less negative emotion words” are
used in discussion comments [2].

A subtler step than requiring the use of a real name to engage with surface Web content is the collection of
Internet Protocol (IP) address information from users, even if those individuals post under archetypically
pseudonymous handles. Given the underlying IP infrastructure of the Internet, anonymous speech beyond the
screen can only be approached if users can employ privacy-enhancing technologies, such as virtual private
networks (VNPs) or Tor. These technologies allow users to disassociate their online behaviors from their IP
addresses. When using a normal Internet connection, technical anonymity — as oppose to a sense of screen
anonymity to be found behind a pseudonymous handle — is far from guaranteed. Typically, a user’s ISP
dynamically assigns an IP address to a user for a session. That address is recorded and stored in a dataset
somewhere, alongside a physical world address and an account name. Likewise, Web site operators often
track the IP addresses of devices that visit their servers, helping to create a digital profile of users. These
steps hamper the exercise of truly anonymous speech, which is far more difficult to obtain online than in the
physical world. Given the nature of this infrastructure and assuming reasonable probable cause, governments
can subpoena Web site operators and ISPs to provide a record of who visited what site and posted what
content, illustrating the typical lack of real online anonymity.

A Baltimore Department of Homeland Security investigation into user-initiated chatter on the content
aggregator Reddit showcases the point. In 2015, federal agents issued an administrative warrant to Reddit
asking the platform to turn over records for five users of the popular r/darknetmarkets subreddit. These users
posted on the subreddit under pseudonyms to avoid easy detection, while discussing where to find Dark Web
drug cryptomarkets and what to purchase on these markets. Reddit, which stores IP address information of
users for up to 90 days, eventually complied with the warrant and turned this identifying information over to
authorities. Despite not signing their names, the surface Web posts by these five individuals were not
anonymous (Knibbs, 2015).

Beyond the policies and practices of platforms, governments could in some cases get more directly involved
with the aim of legislating rules that minimize anonymous online participation. Such rules might be legally
fraught or politically complicated in many jurisdictions. In the United States, for example, the First
Amendment guarantees a weak right to anonymous speech online, as initially outlined in a number of off-line
cases involving anonymous political leaflets (Diaz, 2016) and which are now deemed to generally apply online
(Reno v. American Civil Liberties Union, 1997). Of course, qualifications to the general rule often apply, such
as in the case of speech deemed to be “integral to criminal conduct,” “fighting words,” child abuse content,
“obscenity,” incitements to “crime” or “violence,” and “true threats,” all of which can obviate potential legal
protections for anonymous online participation in the United States (Diaz, 2016; Volokh, 2015). Likewise,
within the European Union, the Europe Declaration on Freedom of Communication on the Internet includes a
specific provision (Principle 7: Anonymity), which stipulates that: “member states should respect the will of
users of the Internet not to disclose their identity.” Such a principle might inhibit legislation dictating real
name policies or mandatory IP address collection and retention by platforms, but is also tempered by a
second Principle 7 stipulation wherein respect for the online anonymity of users “does not prevent member
states from taking measures and co-operating in order to trace those responsible for criminal acts” (Council
of Europe, 2003).

While the legal and political hurtles surrounding a restriction of anonymous online activities are not
inconsiderable, regulations reducing anonymous online participation have tended to improve the civility of
online discussion. One empirical example of the effect of such a policy comes from South Korea’s 2007
passage of a Real Name Verification Law. The law was aimed at reducing bullying behavior in online posting.
In practice, the law reduced aggregate “uninhibited” behaviors, such as posting with swear words, and did
not, over the long term, have an effect on the volume of posting or online activity (Cho, 2013; Cho, et al.,
2012). Put otherwise, the law positively changed, in aggregate, how people posted, not how much they
posted. Of course, the effects of such a policy depends on the wider political context within which the rules
are implemented. A real name policy in a liberal democracy might reduce abusive posts, but equivalent rules
in less politically free regimes can stifle political discussion, as was the case with a Real Name Registration
Policy on Weibo, which led some micro bloggers to discuss politics less frequently than before (Fu, et al.,
2013).

Step two: Moderating content on surface Web platforms

Even as platform design choices and national regulatory regimes can manage anonymity and improve the
ways in which people behave online, Internet platform operators will invariably, at some point, have to make
choices about how they are going to curate or moderate the content that does get displayed on Web sites,
users feeds, search results, or recommendation lists (Gillespie, 2018). While content platforms often prefer to
present themselves as neutral in the content moderation process, each must make a variety of choices that
affect how users engage with their systems. Social networking sites, search engines, and content aggregation
sites, for example, need to decide how their algorithms rank, weight, and ultimately display content to users.
These choices often happen in the background and many users remain largely unaware that their online
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experience is heavily moderated, despite the ubiquity and necessity of such steps (Eslami, et al., 2015;
Powers, 2017; Rader and Gray, 2015).

The precise nature of these steps affects both the reach of potentially malicious content and the probability
that such informational content will be displaced to the Darknet. Steps that outright remove content, ban
users, or de-platform services, as happened with 8Chan and Daily Stormer, limit the reach of information, but
are very likely to lead to displacement. A number of alternative moderation steps, however, can either limit
the reach of malicious content or blunt a user’s receptivity to the ideas being promulgated, without
necessarily causing a movement of content from the surface Web to the Darknet. Content minimization, de-
monetization, and informational inoculation each work to reduce the reach (and uptake) of potentially
malicious content.

Content minimization approaches, for example, can reduce the reach of information, but stop short of
outright content removal. Social media sites are expert at such steps. The deep fake video of Speaker Nancy
Pelosi, for example, was not removed from Facebook. However, it was eventually minimized to such a degree
that it no longer appears on user newsfeeds, making direct navigation to the page of someone who had
already shared the video the only way to view the content (Wagner, 2019). Such a policy uses algorithmic
sorting to minimize the reach of content, but gives rise to fewer risks of displacement to alternative sites or
the Dark Web than outright removal.

Demonetization, used extensively by YouTube, does not limit the spread of content, but does condition the
incentives that might surround the production of content in the first place. Content demonetization removes a
potential financial reward associated with the production of malicious content. Of course, several limitations
to the effectiveness of demonetization exist. First, the boundaries of demonetization can catch content that is
perhaps not truly fake news, malicious hate speech, or otherwise objectionable content. Second, platform
demonetization can only remove ad-based financial rewards for content producers. It does nothing about
potential alternative channels of financial support such as direct donations to content producers via Patreon
or similar peer-to-peer financial services. Third, demonetization targets the financial incentives surrounding
particular videos (on say YouTube), but content producers could balance the loss of revenue from one video
against an increase in subscribers which will produce more economic returns over the longer term. Lastly, the
producers of genuinely malicious, fake, or otherwise hate-filled content might not have financial reward as
their primary motivation and will happily produce demonetized content for surface Web sites in order to
spread information as widely as possible, even if they need to do so at a strict financial loss.

The last moderation step that can minimize the reach of malicious information targets neither exposure to nor
production of content — as with minimization or demonetization — but instead aims at blunting user
receptivity to the message. Such processes work similar to viral immunizations (Cook, et al., 2017;
Roozenbeek and van der Linden, 2019; van der Linden, et al., 2017). Users might see malicious or misleading
content on their newsfeed, say, but that content is then algorithmically paired with additional information that
works to blunt its effects. Such additional information could be as simple as a flag attesting to the potential
lack of integrity found in a particular post or story. The additional information could also involving the pairing
of potentially malicious informational content with hyperlinks or stories presenting alternative narratives. For
example, posts denying climate change could be paired with information pointing to the scientific consensus
that surrounds climate science. This sort of informational inoculation tends to blunt user belief that climate
change is not real or lacking in scientific validity (van der Linden, et al., 2017), although such actions can also
potentially increase user perceptions of bias toward social networking service newsfeed algorithms and lead
to greater calls for content moderation.

Step three: Tackling displacement

While certain moderation policies can be used by various actors at points of concentration and control on the
surface Web to minimize the reach of malicious information without causing a displacement to the Dark Web,
some content will invariably be de-platformed, some user accounts will be banned or IP blocked, and truly
hateful content will eventually migrate, when these steps are undertaken, to the anonymized and distributed
architecture of the Darknet. At this stage of the surface-to-Dark Web content cycle, centralized points of
infrastructural control are weaker (DeNardis, 2012). Nevertheless, a couple of discrete steps could be
implemented that leverage the distributed and unindexed nature of the Tor-hosted Darknet to both counter
the resiliency of content on the Dark Web and further blunt its already diminished reach.

The first step that can be taken to manage content displaced to the Darknet is to leverage informational
artifacts that are produced as a result of the unindexed nature of Tor .onion addresses. The Dark Web is not
keyword searchable in the same way as the Web. In practice, the limited discoverability features of the Dark
Web restrict what content users can access overall, but also how users find what they are looking for. Surface
Web link aggregation or wiki sites are a common feature of the Darknet content discovery process. For
example, if a user wants to visit a cryptomarket to purchase drugs, they would need to find the unique .onion
address that is currently hosting the site. Link aggregation sites and wikis provide a primary means of doing
so.

While these sites are useful for law enforcement in identifying locations of criminal misdeeds, they also
potentially illustrate key pressure points that can disrupt the Dark Web ecosystem and its informational
connections to the surface Web (Zabihimayvan, et al., 2019). One such example is the 2019 takedown of the
Dark Web news and link aggregator site DeepDotWeb by the FBI and Europol. The operators of the site had
been reportedly profiting from paid .onion url placement on their site. The shuttering of the site and the
arrest of the site operators was justified by the charge that the administrators were knowingly profiting from
the criminal enterprises linked to the activity at the other end of the addresses that they were curating
(Greenberg, 2019). Similar takedown initiatives can be undertaken to target the operation of directory or link
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aggregation sites based upon legal principles such “contributory infringement,” if the operator knows they are
linking to stolen information, or if it can be shown that the operators are in other ways “aiding and abetting”
criminal enterprises (Dalal, 2010). Of course, variation in national laws and the location of the operators of
such sites will determine the practicality of such a policy as a way to limit user access to Darknet content.

The second practice that could be used to disrupt the displacement of content to the Darknet targets the
hosting of hidden services. Individuals wishing to establish a .onion address can take two non-exclusive paths
to hosting the content. First, they can design and host the hidden services site locally upon their own
machines. Second, and far more commonly, they could also host their site on a third-party service. The first
route is both technically and logistically complicated for individuals, but minimizes the amount of control
others can exert over the resultant hidden service. The second route is technically easier in many ways, but
makes the site operator subject to the whim (and fate) of the hosting service provider.

Daniel’s Hosting, a Web hosting company, shows the overarching popularity of the second route to hosting
hidden services content. In November 2018, malicious actors compromised the servers behind Daniel’s
Hosting, potentially through the exploit of a php vulnerability. As a result, some 6500 hidden services sites
hosted on Daniel’s Hosting were destroyed (Cimpanu, 2018). While the Tor Project own metrics point to there
being around 90,000–100,000 hidden services active at this time (Tor Project, 2019a), the extraordinarily
high rate of intraday churn in hidden services suggests that the real total volume was likely only around 40
percent of this official estimate (Owenson, et al., 2018). At the high end, these discounted numbers imply
that there might have been around a total of 40,000 .onion hidden services in operation in November of 2018
when Daniel’s Hosting fell. Potentially, then, the disruption of this single hosting provider resulted in a loss of
around 16.25 percent of the entire Tor-hosted Darknet.

The concentration of .onion addresses on centralized hosting services also highlights another potential point
of content moderation and control within the Darknet ecosystem. The operators of the various hosting
services could identify the .onion sites hosted on their servers and do a periodic scan to determine the nature
of the hosted content. From there, content that violated local laws or that promulgated hate speech and other
radicalizing content could be taken down. Daniel’s Hosting again provides a good example. The hosting
information page indicates the rules associated with using the service:

“Rules

No child pornography!
No terroristic propaganda!
No illegal content according to German law!
No malware! (e.g. botnets)
No phishing, scams or spam!
No mining without explicit user permission! (e.g. using coinhive)
No shops, markets or any other sites dedicated to making money! (This
is a FREE hosting!)
No proxy scripts! (You are already using TOR and this will just burden
the network)
No IP logger or similar de-anonymizer sites!
I preserve the right to delete any site for violating these rules and
adding new rules at any time.
Should you not honor these rules, I will (have to) work together with
Law Enforcement!

(Daniel’s Hosting, 2019).”

Of course, not all Web host operators will be willing to work to moderate hosted Darknet content, as was the
case with Freedom Hosting, which ran a huge proportion of the child abuse sites hosted on the Tor network
back in early 2010s (Hampson and Jardine, 2016). Many individuals can also, in a pinch, opt to host locally, if
professional hosting services start to clamp down on the content housed on .onion addresses. Yet, individual
web hosting providers such as ‘Daniel’ can still work to reduce the resiliency of Darknet content by monitoring
and potentially moderating what is being housed on their systems. Additionally, within some jurisdictions,
governments could even regulate local Web hosts to compel them to do random inspections hosted .onion
content, deleting any that are in violation of national laws.

Step four: Controlling percolation

While content on the Darknet is significantly more resilient than surface Web content, the limited reach of
anonymous content on the Dark Web makes it an undesirable platform for terrorist/extremist propaganda and
the dissemination of hate speech. However, through the pathways pointed to before, information on the Dark
Web can leech back onto surface Web platforms, where the information can again spread to the multitudes.

Mitigating content percolation from the Darknet is complicated by the highly diffuse nature of the spread of
ideas. Users of the Tor browser who view Darknet content on say The Daily Stormer may then bring these
ideas, tropes, and memes with them back to Reddit, Twitter, or any number of other sites. Steps by surface
Web platforms that restrict anonymous online participation could again help to manage the behavior of users
and the percolation of ideas. But one additional step could be done that would work beyond real name
policies or IP address collection to actually blunt one of the outstanding informational uses of the Tor
Browser: namely, the ability to use Tor to engage and create surface Web content.
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An effective moderation step in this case is to block Tor exit node traffic to surface Web sites, thereby limiting
the extent to which users can engage and produce content behind the wider protections of the Dark Web.
Such a practice would largely fall to either content delivery networks (CDNs) or the major platforms operating
their own Web servers. CloudFlare made just such a move in 2016, observing that, “Based on data across the
CloudFlare network, 94% of requests that we see across the Tor network are per se malicious (Price, 2016).”
In response to this observation (which was contested by the Tor Project), CloudFlare imposed time-
consuming CAPTCHAs on all traffic coming from known Tor exit relays and attempting to access Web sites
protected by the company. Similar steps voluntarily taken by other dominant Internet platforms could further
restrict the usefulness of Tor as a tool of anonymous speech and would blunt, but in no way eliminate, the
percolation of malicious content from the Darknet to the surface Web.

 

Conclusion

The Dark Web is certainly not all malicious content (Gehl, 2018, 2016; Hampson and Jardine, 2016; Jardine,
2018b, 2015; Lindner and Xiao, 2018). Indexing efforts routinely find that only around a half of available
content is illicit (Faizan and Khan, 2019; Intelliagg, 2016; Lindner and Xiao, 2018; Moore and Rid, 2016;
Owen and Savage, 2015). It is especially useful in highly repressive regimes as a tool of privacy and
censorship circumvention (Jardine, 2018b).

Yet the proliferation of malicious content on the surface Web is leading to increased moderation by major
Internet platforms and providers. This moderation results in a displacement of content, with shifts from the
comparatively controllable surface Web to the distributed, anonymous, and harder to control Dark Web. From
this more protected position, malicious informational content can then percolate back up to the surface Web.
What remains are piecemeal moderation steps at every stage of the cycle that can manage and correct for
the excess of the Dark Web, without providing any permanent solutions. Society’s information ecosystem is
one big system and needs to be treated as such. A number of policy steps by government and surface web
actors can disrupt the surface web-to-Dark Web content cycle and help to improve society’s information
environment. 
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